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Abstract 

Over the past eight years, my research has explored consensus mechanisms across diverse 
domains—from capital markets to neural network compression. This memoir traces how each 
domain revealed new facets of a fundamental question: how can distributed systems achieve 
agreement without central authority? The journey began with financial markets and evolved 
through identity systems, blockchain validation, AI alignment, and ultimately to model 
compression, revealing consensus as a universal primitive in distributed intelligence.


Introduction: The Centralization Problem 

In 2017, observing the inefficiencies in traditional IPO processes led to a simple question: why do 
we need investment banks to determine price? This question initiated an exploration that would 
span multiple domains, each revealing new aspects of distributed consensus.


The Journey 

2017-2018: Financial Markets as Consensus Systems 

The initial insight was straightforward: markets are consensus mechanisms for price discovery. 
My white paper on decentralizing capital markets proposed removing intermediaries entirely 
through distributed consensus protocols. My approach was markedly different from the 
consultant approach of replacing some modules with distributed ledger technology, which in no 
way achieves decentralisation. This led to exploring tokenized securities, where distributed nodes 
must reach consensus on asset states. My approach was a unique and only solution to the 
problem of centralised intermediaries in capital markets, and particularly in IPO markets.


A theoretical framework for stablecoins emerged, proposing dual token systems—ideas that 
would later become industry standards. The Fund Management Layer concept recognized that 
compliance requires multi-party consensus among machines, regulators, and fund managers.


2019: Building the Intellectual Infrastructure 

The Digital Securities Journal became a platform for exploring these ideas further. Articles on 
automating IPOs and capital markets infrastructure weren't just about efficiency—they were about 
replacing centralized trust with distributed consensus. Each piece added to a growing framework 
of how agreement emerges in decentralized systems.


2021: Identity and the Consensus of Authenticity 

Architecting identity systems for a Swiss firm revealed another dimension: identity verification is 
fundamentally about consensus on authenticity. The research into privacy and identity systems 
showed how distributed agreement could preserve privacy while establishing trust.


2024: The Web3 Laboratory 

The Brussels AVS hackathon explored shared security through blockchain consensus validation. I 
learnt how AVS principles can be applied to any parameter requiring consensus through 
distributed validators achieving agreement on system states. The year's dozen hackathons 
became a laboratory for testing consensus mechanisms across different contexts.




2025: The Convergence 

The Berkeley Insight 

At Berkeley's Verifiable AI hackathon, I took upon myself the challenge of truthful AI (as a 
foundation to establishing constitutional AI). The algorithms developed (published as agentzeta/
truthful-ai) showed how consensus mechanisms could address AI truthfulness—a critical problem 
as AI systems proliferate. I identified this early as a key problem to solve, and published my video 
demo terming it a ‘hard problem to solve’ in Artificial Intelligence Systems. Community comments 
further strengthened my conceptual framework on consensus implementation. 


From Reputation to Alignment 

The Moca Identity hackathon brought full circle the connection between identity and capital 
markets through an Automated IPO Management Platform with reputation credentials. The 
FanQuest system at Chiliz explored derivative reputation—how consensus on primary reputation 
enables secondary trust systems.


The Reputation Circulation Standard (RCS) formalized how governance committees reach 
consensus on contributions. More critically, it addressed how AIs and humans achieve consensus 
for alignment—a fundamental challenge in AI safety.


The Cognitive Firewall 

The Autonomous Agent Machine Learning (AAML) framework introduced the Cognitive Firewall 
concept: a mechanism requiring consensus between AI and human validators. This work led to 
patent applications, as the distinction between human and AI cognition became crucial for system 
security.


The Compression Synthesis 

Through 365 conversations with AI models over the past year, combined with the Berkeley 
consensus work, an unexpected insight emerged: model compression is fundamentally a 
consensus problem. Just as markets reach consensus on price, distributed systems can reach 
consensus on minimal sufficient representations of neural networks.


Theoretical Implications 

Consensus as Universal Primitive


This journey reveals consensus not as a blockchain curiosity but as a fundamental primitive in 
distributed intelligence:


1. **Financial Consensus**: Agreement on value without central banks

2. **Identity Consensus**: Agreement on authenticity without central authorities

3. **Compliance Consensus**: Agreement on rules without central regulators

4. **AI Consensus**: Agreement on truth without central arbiters

5. **Compression Consensus**: Agreement on representation without central coordinators


The Pattern 

Each domain revealed the same pattern: replacing centralized authority with distributed 
agreement. The mechanisms differ—price discovery, reputation circulation, cognitive validation, 
compression protocols—but the underlying principle remains constant.


Future Directions 

This research suggests several open questions:




• Can consensus mechanisms enable fully decentralized AI governance?

• How do biological systems achieve consensus, and what can we learn?

• What are the fundamental limits of consensus in adversarial environments?

• How might quantum computing change consensus mechanisms?


Reflections 

Looking back, each hackathon, each paper, each system built was exploring facets of the same 
question. The progression from IPO pricing to neural network compression wasn't planned—it 
emerged from following the logic of distributed consensus wherever it led.


At Berkeley's Google Verifiable AI hackathon, I took upon myself the challenge of truthful AI, 
published as open source March 2025 on my github as truthful-ai (as a foundation to establishing 
constitutional AI). The Berkeley consensus algorithms did not immediately connect to 
compression—that insight came through extended dialogue and experimentation as I progressed 
through my 500 chats, each chat containing extended and multi layered conversations with AI 
models, and comparing various AI model outputs with the insights generated at Berkeley 
hackathon. Similarly, the Cognitive Firewall patents emerged naturally from the necessity of 
human-AI distinction in consensus systems.


Conclusion 

From capital markets to neural networks, consensus mechanisms offer an alternative to 
centralized control. As we build increasingly complex distributed systems—whether financial, 
computational, or cognitive—understanding consensus becomes crucial. This journey suggests 
that seemingly disparate fields are connected by this fundamental need for distributed agreement.


The path from "markets need consensus on IPO price" (2017) to "models need consensus on 
compression" (2025) represents not just personal research evolution but perhaps a broader shift 
in how we conceive distributed intelligence. As systems become more complex and 
interconnected, consensus mechanisms may prove to be the foundational primitive for 
coordination without control.


*This memoir appears in the "Self-Reflection" section of Deep Thinker, documenting one 
researcher's journey through the landscape of distributed consensus.*


